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Agenda

• Why Data Management Plans and Centralized Storage?
• What is Centralized Storage?
• How does this affect Mass Storage?
• Data Management Plans:

• Why
• What
• How
• Data Management Plan Walk Through
• Additional Resources
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NCCS Science Computing Challenges

• Users
• Accessing large data sets from multiple NCCS compute 

environments
• Run Machine Learning/Deep Learning code on large data sets
• Interest in using one group’s output as another group’s input
• Ingesting large data sets into the NCCS

• NCCS
• Duplication of data by users who don’t know where to find it 
• Difficulty getting users to delete data that is no longer needed
• Increased costs associated with storing duplicated and 

unneeded data
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Opportunities and Costs: Business Requirements

• New science opportunities (ML/DL, big data analytics)
• Data duplication (No data management tools)
• No disposition plans, no data deletion (online and MSS)
• No data sharing between NCCS environments

 Increased storage requirements                                 
 Increased costs

• Facilitate Science and Reduce Costs
• Reduced costs improves our ability to facilitate science
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Solutions to Facilitate Science and Reduce Costs

1. Provide compute options to big, curated data sets, 
e.g. HPC, GPU, Cloud (public and private)

2. Provide the ability to ingest new big, curated data sets 
and share them across all NCCS environments

3. Provide discovery and usage reporting tools to reduce 
data duplication and facilitate data deletion

4. Support the ability to manage the data lifecycle, e.g. 
Data Management Plans and policies
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Technical Requirements

• Data Access:
• Fast enough to support HPC, Analytics (e.g. local, remote, 

utilizing GPUs for ML/DL), Data Services
• Centralized (accessible from all NCCS environments)
• Cheaper, slower tier for intermediate data that may be used in 

the medium term
• Cold tier for long term storage of data that is rarely recalled

• Ability to move data based on policies written in DMPs
• Ability to ingest curated data quickly and efficiently
• Ability to search metadata and generate usage reports
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Result:  Centralized Storage
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How does this affect MSS?

• Data in MSS can’t be used for analytics
• Data that is never read – candidate for deletion or cold 

storage, e.g. AWS S3 Glacier Deep Archive
• Data that is regularly recalled – candidate for local 

storage and use by other scientists (curated)
• Data that is recalled intermittently – candidate for 2nd

tier storage
• Quantity:

• 91 PB

• Plan is for MSS to go to read-only mode fall 2020
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Changes to User Workflows –
Data Management Plans

• Need to improve Data Management through the 
development of Data Management Plans (DMPs)
• Input, intermediate, final data sets
• Software
• Ingest, access, sharing, disposition

• Need to leverage new tools to implement policies 
determined in the DMPs
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Data Management Plans at the NCCS

• Why
• What
• How
• Data Management Plan Walk Through
• Additional Resources
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Why Improve Your Data Management?

• Research
• Improves ability to find and reuse your data
• Improves ability to delete data to clean up for new science

• Improves time to science
• Promotes efficient use of IT resources

• Reputation
• Demonstrates an organized approach to your research
• Facilitates reuse and reproducibility by colleagues

• Required
• NCCS will be requiring Data Management Plans for the Fall 2019 

allocation
Promotes efficient use of limited IT resources – power, floor space, 

cooling, funding
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What You Need to Improve Data Management

• Description of data
• Organization and standards
• Data access, sharing, and re-use policies
• Backups, archives, and preservation strategy
• Roles and responsibilities
• End result is a Data Management Plan
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Description – Data, Software

• Input, intermediate, software, final product 
• Input may already at the NCCS or may need to be brought in
• Intermediate includes data created during your software runs

• Not permanent
• Not to be shared publicly
• Could be restart files, research results, temporary files

• Software could be COTS, open source, in-house
• Final products are used for publications, shared with the 

science community or collaborators, could be input to other 
science programs

• Other types of data? Metadata, documents, poster, 
papers, images, videos
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Organization/Standards

• Scale matters, e.g GMAO Ops vs individual researcher
• Standards promote compatibility with the modeling 

community – NetCDF, GMAO File specification, CMIP
• What about within projects or your own files? 

• Tools to consider?  Filename conventions, directory structure 
conventions, CMIP5, search and discovery tools

• Structure to consider? By experiment, field campaign, date, 
location

• Integration with partner tools, e.g. Fluid, CREATE
• Interdisciplinary science

NASA Center for Clima te 
Simula tion

15



NASA Center for Climate 
Simulation

Organization/Standards - Filenames

• CMIP5 Filename convention
• CMIP5 Directory structure convention 
• Not just for data files – also Word, Excel, Powerpoint, 

images
• Goal - be able to identify the file without opening it
• Filenames and directory structures are metadata

• Filenames should provide enough context to be meaningful 
outside a directory structure

• Files should still contain more detailed metadata

• GMAO filenames, sort by date with ls –l
• Use same date formats, same project name formats
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CMIP5 Directory and Filename Structure
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Access to Your Data

• Why do you need to facilitate access?
• NASA policy on open data 
• Validation
• Reuse
• Reputation
• Data ready for others to reuse is also available for your 

reuse

• What data will be shared?
• When will sharing begin?
• Are there any restrictions on reuse and redistribution?
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Archive vs Backup

• Archive:  A permanent record of historically valuable 
data stored for a long term retention

• Backup:  A copy of data made to protect against loss of 
or damage to input, intermediate, or final data 
products or software

• The NCCS provides is not funded to provide archive 
support, we are changing our backup policies

• Mass Storage is intended as a place to temporarily
store input, intermediate, or final data products or 
software

• Storing final data products in MSS makes them 
inaccessible to colleagues
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Archive

• What to archive:
• Hint: not every single restart file ever created
• Final Data Products, data associated with papers or DOIs

• What NOT to archive:
• Intermediate files that can be reproduced
• Input files that are officially archived elsewhere

• Where to archive:
• Hint: not at the NCCS
• Develop plans with the appropriate NASA archive
• Access and retention requirements
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Backup

• What to backup:
• Hint: not every single restart file ever created
• Software – Github or Gitlab is coming – NCCS will back this up
• Final Data Products

• What NOT to backup:
• Intermediate files that can be easily reproduced
• Input files that are officially archived elsewhere

• Where to backup:
• Hint: not at the NCCS
• Cloud, e.g. AWS S3 Glacier Deep Archive
• Access and retention requirements
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Roles/Responsibilities

• Who determines:
• Data formats
• Metadata content
• Documentation
• Access policies
• Retention policies
• Integrity
• Delivery to an archive or data services facility
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How – Data Management Plan Guidelines

• Governs input, intermediate, and final data products
• Encourages the inclusion of software
• Identifies workflow, diagrams encouraged:

• Ingest
• Source, destination, volume

• Access
• Public, private, proprietary, business sensitive
• Required systems

• Sharing
• Group access, data services

• Disposition
• Centralized storage, archiving, deletion
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How – Plan Walk Through

• Section 1: Project Description
• Section 2: Workflow diagram (optional, but 

encouraged)
• Section 3: Chart (see next slide)
• Section 4: Ingest
• Section 5: Internal Access
• Section 6: Public Sharing
• Section 7: Disposition
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How – Project Description

• Project Name
• Principal Investigator
• Computational Project ID

• New projects only:
• Project Status (On-going/Directed Funding or Finite/Grant 

Funding):
• Brief Description of work to be completed:
• Brief Description of the input, intermediate, and final data 

files, e.g. observational data, climate model output, in-situ 
data, etc.
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How – Workflow Diagram

• Source of input data
• Protocol to ingest input data
• System used to process data
• Location of input, intermediate, and final data 

products
• Location for data 

sharing and archiving
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How - Chart
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• List your data inputs, intermediate files, and outputs in 
the order they will be created and used

• Add a line for your custom built software
• Estimate data volumes using your best guess at one run 

or variable, then multiply by the number of runs or 
variables
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How - Ingest

• Is the data currently located on NCCS storage?
• If not, where is the data now?
• What volume of data will you ingest?
• Are there specific tools you need to ingest the data?
• Where does the data need to be located at the NCCS?  

• Which system (Discover, ADAPT, Dataportal, all)?
• Which filesystem (project owned, individual)?
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How – Internal Access

• Who will need access to the data (input, intermediate, 
final)?

• Are there any restrictions on access to the data?
• Is it restricted to the project?  - If so, use group controls
• Is it business sensitive (e.g. NGA)?  - If so, use group controls
• Is it ITAR restricted? – If so, contact the NCCS
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How – Public Sharing

• Will you want to share your data with external users 
through NCCS Data Services?

• If so, what services?
• Options: Https download, THREDDS, GDS, FLUID, ArcGIS, etc

• Will you be sharing input, intermediate, or final data 
products?

• Are there any restrictions on sharing?
• How long will you want the data to be available, e.g. # 

of years, till next version, etc?
• Data that is shared publicly must be in a “pub” 

subdirectory
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How - Disposition

• What is the final disposition of all your data, input, 
intermediate, and final?
• Input and final data may be maintained as a curated product

• Final data products may be archived at an official 
archive site, e.g. GES DISC, ORNL, NSIDC, etc.

• Intermediate products may be stored on /nobackup 
while they are in use

• Cloud resources are an option for all data – we are 
investigating options, costs, procedures

• When can data be deleted from NCCS storage?
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NCCS Goals/Future of Mass Storage

• Centralized Storage
• Data Management Plans
• Curator assigned to final data products
• ADAPT/Discover access to curated data products
• Improved tools for discovery and usage metrics
• Access to cheap, cold storage
• Your output is someone else’s input
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Additional Resources

• ESIP Data Management Training
• http://dmtclearinghouse.esipfed.org/

• JHU – login as guest
• https://dataservices.library.jhu.edu/training-workshops/research-

data-management-sharing/
• NASA: 

• https://www.nasa.gov/open/researchaccess/data-mgmt
• https://www.nasa.gov/sites/default/files/atoms/files/206985_20

15_nasa_plan-for-web.pdf
• DMPTool.org
• MSS Tools 

• https://www.nccs.nasa.gov/nccs-users/instructional/using-mass-
storage/monitor-data
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Thank You!
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• As always, feel free to contact the NCCS User Services 
Group with questions or problems

• 301-286-9120
• support@nccs.nasa.gov

mailto:support@nccs.nasa.gov
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